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Abstract 

A change in autonomic nervous system (ANS) activity is one hypothesis that tries to explain why obese persons 

have an increased risk of cardiovascular disease (CVD). Monitoring heart rate variability (HRV) allows one to 

detect shifts in ANS activity. It is possible to quantify ANS activity non-invasively using linear and non-linear HRV 

features. To better understand the effects of obesity on the autonomic nervous system, this study sought to measure 

HRV. Synthetic minority oversampling (SMOTE) was used to increase the number of control and obese persons 

from sixteen to forty-eight. The initial sample for the research consisted of sixteen women and sixteen men, with 

ages ranging from twenty-five to fifty. When we used the Independent t test to compare the two datasets, we 

discovered a statistically significant difference. According to the study, a decrease in parasympathetic activity leads 

to an imbalance in sympathovagal tone. Using the machine learning approach allowed us to corroborate the study's 

statistical findings. To differentiate between healthy-weight and overweight individuals, we may use a Machine 

Learning (ML) approach to identify the most relevant predictor. Changes to the sympathovagal balance are caused 

by reduced parasympathetic activity, according to the results of the ML algorithm and statistical analysis. 

 

Keywords 

The synthetic minority oversampling approach, obesity, machine learning, the autonomic nervous system, and 

SMOTE are some of the topics covered. 

 

I. INTRODUCTION 

This is one of the main reasons why people who are 

overweight die. Diabetes, hypertension, heart disease, 

and stroke are all increased risks in those who are 

overweight, which is defined by a persistent buildup 

of fat around the midsection and lower extremities. 

Obesity is strongly associated with an increased risk 

of cardiovascular disease, according to many studies 

[1]. An imbalance of autonomic activity increases the 

risk of CVD in individuals who are obese, according 

to the research [2]. When everything is running well, 

the autonomic nervous system (ANS) keeps the body 

in a steady state known as homeostasis. The 

autonomic nerve system (ANS) regulates the function 

of several internal organs, including the glands and 

blood vessels. The SNS and the PNS are two separate 

systems; the PNS includes half of the autonomic 

nervous system and is distinct from the SNS. 

Parasympathetic neural system (PNS) regulation of 
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the rest-and-digest response helps save energy, 

whereas sympathetic nervous system (SNS) 

activation during fight-or-flight state provides 

energy. As the vagal nerve mediates communication 

between the ANS and the heart, heart rate variability 

(HRV) quantifies the extent to which the ANS 

influences the heart rate. Alterations to the ANS have 

a direct impact on the heart rate. An 

electrocardiogram's (ECG) RR interval may show 

variations in heart rate variability, or HRV. Also, 

HRV may turn out to be the least invasive way to 

study how fat affects ANS. Obesity increases the risk 

of CVD due to the substantially reduced HRV [2,3]. 

Both linear and non-linear HRV characteristics may 

be used to represent the variability in the organs 

controlled by the autonomic nervous system (ANS). 

Here is the paper's outline: Methodology Methods for 

machine learning, subjects, obesity criteria, and 

statistical testing are covered in Section II. The 

outcomes of the statistical analysis and machine 

learning are described in Section III. Part IV 

concludes the piece. 

 

II. METHODOLOGY 

Part One. Topic Following all applicable ethical 

guidelines, this project received approval from the 

College of Engineering Pune's Dean of Research and 

Development. Institutional level research was the 

only focus of the study. All subjects, including the 

subjects themselves, have given their informed 

permission to participate in the study. The research 

included electrocardiogram (ECG) recordings from 

sixteen control volunteers ranging in age from twenty 

to fifty, sixteen normotensive obese persons, and 

sixteen individuals without hypertension. We cannot 

draw any firm inferences from the results of the 

sixteen-person control and obese groups. We used the 

Synthetic Minority Oversampling Technique 

(SMOTE)[4] to artificially increase the number of 

control and obese participants in our sample. This 

strategy has a lot of fans and has been rather fruitful. 

To ensure that underrepresented groups are fairly 

represented, it generates random samples. The 

samples of the minority group are combined with 

those of its closest neighbors to create new synthetic 

data sets. For further details on how the SMOTE 

approach is put into action, see to Algorithm 1. 

 

 

B. Elements that impact According to the World 

Health Organization (WHO), a body mass index 

(BMI) of 30 or more is considered obese. The body 

mass index (BMI) is calculated by dividing the 

square of your height by the weight in kilograms 

[10]. Those whose BMI is between the healthy range 

of 18–25 (kg/m2) are not obese, while those whose 

BMI is more than 30 (kg/m2) are. Section C: 

Electrocardiogram Recording and Analysis of Heart 

Rate Variability (HRV) A total of sixteen patients, 

including both lean and obese individuals, were 

monitored with an electrocardiogram (ECG) using 

industry-standard 500 Hz sampling equipment for 

fifteen minutes while they slept on their backs. Using 

Biomedical Workbench LabVIEW's heart rate 

variability analyzer, the most recent five minutes 

were examined. There were two methods used to find 

the HRV parameters: linear and non-linear [7]. Two 

domains, time and frequency, are analyzed in the 

linear approach. Statistical metrics like RMSSD, 

SDNN, mean HR, and mean RR may be extracted 

from the time domain by using the RR interval 

signal. When we average the RR interval and the 

heart rate, we get the mean RR and mean HR, 

respectively. Standard deviation of the normal to 
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normal (SDNN) interval is different from root-mean-

square of the standard deviation of the normal to 

normal (NN) interval (RMSSD). The frequency 

domain characteristics of the HRV were found by 

using the Fast Fourier Transform (FFT) method. 

Total power (TP) (ms2), power at low frequencies 

(LF) and high frequencies (HF), LF and HF in 

normalized units, and the LF/HF ratio are among the 

frequency-domain metrics that may be retrieved from 

HRV. It is possible to extract two non-linear 

characteristics, SD1 and SD2, from the HRV signal. 

The SD1 and SD2 measures are the building blocks 

of the Poincare Plot. When looking at the NN 

interval, the short-term variability is represented by 

SD1, while the long-term variability is represented by 

SD2. Straight and non-linear HRV characteristics 

were used to assess the control and obese groups 

[8,9,10,11,12]. Part D: Data Analysis The results of 

the Independent t test showed that the control and 

obese groups were significantly different from one 

another. The findings are presented by taking the 

mean and either adding or subtracting the standard 

deviation. Statistical significance was defined as a p-

value less than 0.05. Methods for Deep Learning 

(Part E) The most startling result was a statistically 

significant difference between the obese and control 

groups with respect to both linear and non-linear 

HRV characteristics. No statistically significant 

predictor that might have distinguished the lean from 

the obese groups was found. We identified important 

variables that adjust for obesity and risk factors by 

using a non-linear machine learning approach. 

Several non-linear ML methods, including Gradient 

Boosting Decision Tree (GBDT) [14] and Classes 

and Regression Tree (CART) [13], were used in this 

research.  

It is possible to find valuable predictors using any of 

these approaches. The feature significance score let 

us identify the leading predictor. To quantify the 

significance of each feature, we use the metric of 

feature importance. A significant predictor is defined 

as a characteristic with a significance value greater 

than 90%. The main predictive attribute will be fed 

into the ML system, and its output will be assessed 

using performance measures. First Section: Key 

Success Criteria The accuracy, sensitivity, 

specificity, precision, F1 score, and square of the 

receiver operating characteristic curve (AUC) were 

the six quality assessment metrics used for 

segmentation. Using the following confusion matrix, 

all of these classification metrics were generated. 

                                               TABLE I.  

CONFUSION MATRIX 

 

Positive, True, False Negative, and True Negative are 

the four possible outcomes: TP, FP, FN, and TN. 

Here are the specifics of the performance measure: 1. 

The proportion of accurate predictions to total 

occurrences is called accuracy. Here is how the 

accuracy was calculated: 

 

2. The sensitivity of a classifier is defined as the 

percentage of real positive occurrences that it 

correctly categorized. Method for calculating 

sensitivity: 

 

Third, classifiers' specificity tells us how well they 

can spot false negatives. 

 

4. Accuracy 4. The true fraction of the occurrences is 

defined by this indication when it is projected to be 

true. Here is how precision is calculated: 

 

Fifth, the F1 Score is the sonic average of the 

accuracy and recall. If the classification method is 

doing well, the result should be 1, and if it is not, the 

result should be 0. We compute the F1 score as 

follows: 

 

Another key statistic for evaluating the effectiveness 

of machine learning algorithms is the area under the 

receiver operating characteristic (ROC) curve. If the 
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area under the curve (AUC) is close to 1, then the 

machine learning model is doing perfectly; if it is 

close to 0.5, then it is performing poorly [15]. 

 

III. RESULTS AND DISCUSSION 

A. HRV Variables for Time-Domain Data Analysis 

Being overweight was associated with a significant 

decrease in time-domain HRV metrics including RR, 

SDNN, and RMSSD. The variance and variability of 

the RR interval time series signals are reduced when 

both the mean RR and SDNN go down. Reducing the 

RMSSD value (Table II) indicates a reduction in 

parasympathetic activity. 

 

 

 

 

 

TABLE II.  TIME DOMAIN HRV 

PARAMETERS 

 

frequency spectrum What HRV Is Worth The 

frequency domain variables TP(ms2), HF(ms2), and 

the LF: HF ratio were slightly lower in the obese 

group compared to the control group, whereas 

LF(ms2) and LF(nu) were similar. As TP (ms2) 

values decrease, volatility decreases as well. The 

parasympathetic tone is lower when the HF (ms2) 

value is low. An autonomic imbalance is indicated by 

a lower value of the LF: HF ratio in Table III. 

 

TABLE III.  FREQUENCY DOMAIN HRV 

PARAMETERS 

 

A Look at the Non-linear HRV Settings The control 

group had higher non-linear HRV values than the 

obese group, which had lower SD1 and SD2. Table 

IV shows that the short-term variability of HRV 

signals was lower in obese individuals, as shown by 

their considerably lower SD1 feature values. 

 

 

 

 

 

 

TABLE IV.  NON LINEAR HRV PARAMETERS 

 

Discoveries Made via Machine Learning (B) In order 

to distinguish the obese from the control group, we 

use machine learning approaches to identify the most 

relevant predictor. Statistical analysis, however, 

revealed a dramatic reduction in non-linear HRV 

properties, as well as features in the time and 

frequency domains, and rendered them useless as 

predictors. By giving each characteristic a score, the 

feature significance approach facilitates the selection 

of the most relevant predictor. To be considered the 

most important predictor, a trait must have a 

significance value higher than 0.90, which is 90%. 

Important factors in this research were HF (ms2), 
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mean RR, and LF to HF ratio. The CART method 

produced mean RR and LF: HF, although HF (ms2) 

was the leading predictor according to the GBDT. 

The GBDT and CART ML algorithms are fed just 

these predictions. By feeding the CART technique 

the mean RR and LF: HF ratio, we were able to get a 

96.55% accuracy, 100% sensitivity, 92.86% 

specificity, 93.75% precision, F1 score of 0.96, and 

AUC of 0.96. The following metrics were measured 

when HF (ms2) was input into the GBDT method: 

area under the curve (AUC) 0.92, F1 score 0.93, 

specificity 92.86%, precision 93.33%, and accuracy 

93.10%. According to Table V, the CART ML 

method has a 96.55% accuracy rate for detecting 

obese persons, whereas the GBDT ML technique gets 

a 93.10% accuracy rate. 

 

TABLE V.  EVALUATION OF IMPORTANT HRV PREDICTOR 

 

Low average RR, HF (ms2), and the LF: HF ratio in obese people is indicative of impaired ANS function. 

Accordingly, the heart's output is affected by the autonomic nervous system. 

 

IV. CONCLUSION 

This study contrasted control subjects with 

overweight individuals using short-term HRV 

analysis to examine the effects of obesity on ANS. 

This study made use of both real and synthetic HRV 

data. The findings of the inquiry were shown via the 

use of statistical tests and a machine learning 

technology. Using a machine learning method, a 

critical predictor of HRV was identified. Results 

showed that compared to the control group, patients 

who were overweight had much lower HRV values. 

As a result of reduced parasympathetic activity, the 

results show that the sympathovagal balance has 

changed. Also, the GBDT algorithm (which had a 

93.10% classification accuracy) and the CART 

algorithm (which had a 96.55% classification 

accuracy) both verified this. 
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